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After an expansive period of several years in the
information technology sector, the year 2001 wit-
nessed an economic regression in the form of fal-
ling stock options, companies going bankrupt, and
employees of start-up companies losing their jobs.
Especially the dreams in new e-based and mobile

(3G) services were not realised to the extent some

optimistic visionaries had envisaged.

On the other hand, the slight disappointment
and disbelief in the ever-growing power of infor-
mation technology also had some positive effects.
The importance of substance, education and re-
search was once again appreciated when analy-
sing the reasons for failures in the industrial sec-
tor: an IT company without a well-founded focus
and educated staff will soon be out of business.

The return of the academic ideals showed up
at the Department, not only in the substantial and
even increased funding for research and educa-
tion, but also in the large number of students at-
tending the basic courses of the curriculum. As
the labour market was a bit colder than in the pre-
vious years, at least some of the part-time stu-
dents wanted or had to turn into full-time ones.
This trend did not yet result in a larger number of
degrees but even this formally acknowledged im-
provement will hopefully be seen within the next

few years (at least if we are saved from a new radi-

cal expansion of the IT sector).

Even under the hard pressure from the outside
world, the staff of the Department remained as
committed as ever. Most of them carried out both
teaching and research of high quality. New posi-
tions could be filled with qualified persons, with
one notable exception: the new professorship in
distributed systems and data communications
had to be left open due to having no scientifical-
ly qualified applicants. This example demon-
strates the lack of postgraduates, doctors and
thereby professors in areas where the universi-
ties have to compete with the industries in their
personnel.

When establishing new positions, the De-
partment followed its strategic plans for the
years 2001-2003. Special emphasis was laid on
administrative positions that would free the
teachers and researchers from tasks that are
beyond their main functions and competence.
The most notable administrative post was that of
an office manager whose task it is to coordinate
the general administration of the Department.
The position was announced in Autumn 2001
and filled in March 2002 when Piivi Kariméki-
Suvanto was appointed to the post. Other major
administrative arrangements included the as-
signment of Professor Hannu Erkié as the ”edu-
cational manager” of the Department (coming
into effect in Autumn 2002) and the nomination
of Janne Saarinen as a full-time “information of-
ficer” (from June 2002).

The total number of man-years in 2001 was



126.6, a slight increase when compared to year

2000 with 125.1 man-years.

The year 2001 can well be nominated the year
of University education. A global trend was the
emphasis on high-level education at universi-
ties and departments, as well as on the teaching
merits of the staff. At the individual level, Uni-
versity portfolios with educational merits in a
central role were taken into use at the Universi-
ty, both in tenure nominations and in the evalu-
ation of academic competence. At the Universi-
ty level, a comprehensive evaluation project of
the education was started, with ultimate results
in the form of improvement activities expected
in the years 2003 to 2005. At the national level,
the “virtual university” project attained wide
interest and generated a great deal of new ideas
and pilots in computer-assisted education.

The Department took part in the education
evaluation project of the University by produ-
cing (together with the students) a self-evalua-
tion report. The Department report was then in-
tegrated with the reports from the Departments
of Mathematics, Chemistry and Physical Sci-
ences into a joint report that was given as input
to an international educational panel. The panel
visited the Departments in March 2002 and
gave very positive feedback on the quality of
their education. The findings in the self-evalua-
tion report and the panel report will be used in
the next few years to improve the quality of
teaching at the Department.

The amount of classroom teaching sank to
12962 classroom hours from 15050 hours in
2000, but the number of credit units earned in
computer science passed the level of 20,000 cu
again. The number of MSc degrees was 61 and
the number of PhD degrees was four.

The Department took an active role in vir-
tual education by establishing a virtual strategy
working group whose main task was to produce

the Department strategy in virtual education.

The strategy was completed in Spring 2002,
and its implementation will start in Autumn
2002 under the management of the working gro-
up. Another major investment in virtual educa-
tion was made when the Department joined the
European TUeLIP association, whose goal it is
to produce a series of joint virtual courses in
computer science to all its members.

The “upgrading programme” in computer
science, started in 1999, was continued in 2001.
Based on the experiences from the previous
years, the department organised a selection of
courses in the programme in the evenings and
weekends so as to make them easier for the up-
grading students to attend. The upgrading pro-
gramme has turned out to be a significant source
of funding for the Department. In 2001, 4.9 milli-
on FIM was allocated to the Department for or-
ganising the upgrading programme (the amount
of funding being FIM 2.8 million in 2000). To-
gether with the national information society pro-
gramme (with the funding of FIM 3.9 million in
2001), the language technology programme (FIM
0.5 million) and the graduate school programme
(FIM 2.8 million), the special educational pro-
grammes provided a funding of FIM 12.1 million
in 2001 (almost 30% of the total Department
budget). Such a dependence on short-term edu-
cational projects may prove a difficult problem
for the Department in the next years if this kind
of temporary funding will not be moved into the

more stable form of basic funding.

Most of the research activities at the Depart-
ment are funded by external sources. In addi-
tion, the Department tries to allocate time for
research for its regular teaching staff, but this
goal has not been met to a satisfactory level due
to the pressure on university education in the
IT sector.

The external research funding decreased
slightly when compared to year 2000 (FIM 12.4
million vs. FIM 13.2 million). On the other



hand, the funding from the Academy of Finland
increased from FIM 2.6 million to FIM 3.4 mil-
lion, nearly reaching the funding from the Na-
tional Technology Agency Tekes (FIM 3.6 mil-
lion) and passing the funding from the industri-
es (FIM 3.3 million). This distribution can be
regarded as a trend from industry-driven “app-
lied” research to more scientific “basic re-
search”, probably a move in the right direction.
The research output in the form of publications
(96) slightly decreased from 2000 (107).

In 2001, the most visible research high-
lights at the Department were the nomination of
the From Data to Knowledge (FDK) research
unit as a Centre of Excellence by the Academy
of Finland and the establishment of the Basic
Research Unit (BRU) within Helsinki Institute

for Information Technology, a joint venture bet-
ween the University of Helsinki and Helsinki
University of Technology. It is expected that
FDK and BRU will raise the scientific level of
research at the Department even higher within
the next few years.

As a whole, the year 2001 can be conside-
red successful both in research and education,
thanks to the intensive and committed work
carried out at the Department. For this, I want
to express my thanks to the staff and also to stu-
dents without whom at least the education

would be rather useless.

Jukka Paakki
Head of the Department



The Department carries out high quality re-
search in its core fields with a long research
tradition as well as opens new research fields
on topics that are of emerging interest in the in-
ternational research community. The selection
of the new fields depends on the substance de-
velopment of computer science, the needs of
the information society, and the interest profiles
of senior researchers. In its research, the De-
partment emphasises the importance of co-ope-
ration with IT companies and research units
whose scientific progress is largely depending
on the availability of intensive computer appli-
cations.

In its education, the Department offers an
up-to-date and versatile programme emphasi-
sing the conceptual basis of computer science.
This programme educates experts on research
and development for the IT industry, as well as
researchers in computer science. The educatio-
nal strategy of the Department is to combine
theory and practice with a substantial amount of
constructive exercises and projects based on
the conceptual lecture courses.

The education is based on the traditional
core of computer science, adapting to new de-
mands and needs according to the developments
in the field. The base of the educational program-
me, organised around the selected specialisation
areas, is kept stable while the courses in the new
areas are in most cases provided as optional units
of the curriculum. The Department carries out
constant development of its educational methods,
the central approaches being problem-based and
student-centred learning and the use of “virtual”
computer-assisted methods and techniques at
different levels of depth.

The research and education of the Department
are organised into five specialisation areas: al-
gorithms and data structures, distributed sys-
tems and data communication, information sys-
tems, intelligent systems, and software enginee-
ring. Each area is responsible for advancing
scientific work in the field and for planning and
implementing the corresponding educational
programme.

A student can organise her studies accor-
ding to one of the four education subprogram-
mes: computer science, applied computer sci-
ence, teacher in computer science, and compu-
ter mathematician. The subprogrammes differ
mainly in the volume of the major subject, com-
puter science, included and in the selection
and quantity of the minor subjects. The specia-
lisation areas of research and education compo-
se the computer science subprogramme, each of
them sharing a common base curriculum (the
cum laude approbatur level) and providing a
specialised curriculum at the laudatur level.

The Department hosts two extensive re-
search units with special funding. The From
Data to Knowledge (FDK) research unit has
been nominated as a Center of Excellence by
the Academy of Finland for a six years term
2002-2007, and the Basic Research Unit (BRU)
of the Helsinki Institute for Computer Science
(HIIT, a joint research institute with Helsinki
University of Technology) has been founded in
2001 with basic funding from the Rector of the
University. In addition, the Department infras-
tructure offers the services of high-level compu-
ting facilities and of an extensive library (being
formally part of the Kumpula Science Library of
the Faculty of Science).



The organisation of the Department is sketched in the following figure.

Administration, Education and Research
services research areas units
Office Subprogrammes FDK

IT maintenance Specialisation areas HIT-BRU

Library

Each organisational unit of the Depart-
ment is led by a designated person in charge.
The Steering Committee was chaired by the
head of the Department (Professor Timo Alan-
ko 1% Jan — 31* July 2001, Professor Jukka
Paakki 1** Aug — 31* Dec 2001). The office,
providing general administrative services in
personnel, budgeting and education manage-
ment, is led by the newly appointed office ma-
nager Piivi Karimiki-Suvanto, and the IT
maintenance staff was led by IT manager Petri
Kutvonen. The educational subprogrammes
and specialisation areas were led by the pro-
fessors responsible for them (algorithms and
data structures, and teacher in computer sci-
ence: Professor Tapio Elomaa; distributed sys-
tems and data communication: Professor Timo
Alanko; information systems: Professor Hannu
Erkio; intelligent systems: Professor Henry
Tirri; software engineering: Professor Inkeri
Verkamo; applied computer science and com-

puter mathematician: Professor Matti Mékeld

1 Jan — 31* July 2001, Professor Eero Hyvi-
nen 1% Aug — 31* Dec 2001). The FDK re-
search unit was led by Academy Professor
Esko Ukkonen, and the HII'T-BRU research

unit by research director Heikki Mannila.




Personnel (man-years) 1997 1998 1999 2000 2001

Teachers 46 43 49 59,6 43,5
Professors 8 9 9 9,6 12,1
Senior Assistants 6 4 3 3,4 1,4
Lecturers 9 10 11 12,8 14,2
Assistants 13 8 9 12,9 10,4
Other full-time teachers 7 7 7 4,4 4,2
Part-time teachers 3 5 10 169 11,2
Postgraduate students 11 14 11 14,9 17,7
Researchers and research assistants 35 35 37 37,2 39
Administrative personnel 10 11 13 13,0 16,5
Total 108 113 118 125,1 126,6

Man-years according to funding 2001

Other
33%
Budget
Academy
Budget M Foundations
55 % Other
Foundations
1%
Academy
11 %
Funding (million FIM) 1999 2000 2001
Basic funding 114 114 115
Funds carried over from 2000 - - 5,6
Additional funding 7.2 10,2 12,7
External research funding 11,1 13,2 124

Total 20,7 34,8 422
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Funding 2001

B Basic funding
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[0 Additional funding

U External research funding

13 %

Additional funding for education/Funds for special purposes (million FIM)

National Information Society Programme
Language Technology Programme
Graduate Schools

Upgrading studies

Other

Total

External research funding (realized) 1999 2000

Academy of Finland 2,3
TEKES & Industry 7,1
European Commission 1,4
Other 0,3

Total 11,1

2,6
9,2
1
0,4
13,2

2000 2001
39 39
- 0,5
2,1 2,8
2,8 49
1.4 06
10,2 12,7
2001

3.4

6.9

1,3
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External research funding 1999 - 2001

14,0

12,0

1007 o~ —— Academy of Finland
Z 80 - - ~— —=— TEKES & Industry
c - T European Comission
2 6,0 - Other
€ 40 Total

20 - k//&/Q

1999 2000 2001
year

External research funding (realized) 2001 (million FIM)

%
Academy of Finland 34 27
TEKES 36 30
Industry 33 27
EC 1,3 10
Other national resources 0,8 6
Total 12,4 100

External research funding (realized) in 2001

6 %

10 %
27 %

OO Academy of Finland

O TEKES

O Industry

0 EC

27 % B Other national sources

30 %




The value of research funds granted in 2001 (income) and the total of granted
funds in 2001 (million FIM)

value %  total %
granted
Academy of Finland 45 33 56 35
TEKES & industry 7.8 57 102 65
European Commission 1.3 10 0.0 0
Total 13.6 100 158 100
Students 2001
2500
2230
2000 O Admission limit
ONew students enrolled
1500 1 Ostudents enrolled on
earlier studies
O Upgrl?dciing students
i enrolle
1000 M Total number of students
OFemale students
500 - 448
235 243
61 78
0

Enrolment (number of students)

Admission limit

New students enrolled

Students enrolled on earlier studies

Upgrading students enrolled

Total number of students enrolled

Percentage of female students

Teaching

Credits (credit units)

Given instruction (hours)

Teachers (man-years)

Credit units / teacher years

Students / teacher years

1997 1998 19

260 270 27
265 279 25
22 55 42

1688 1793 19
22 21 22

1997 1998 19

17178 17494 17
14480 13739 16
46 43 47
380 415 40
37 42 43

99

0
8

82

99

863
529

1

2001

235
243
61
78
2230
20

2001

20554
12962
54
408
41




Degrees and theses (number of) 1997 1998 1999 2000 2001
Master’s Theses 67 53 63 63 75
MSc degrees 62 48 55 64 61
Postgraduate degrees (number of) 1997 1998 1999 2000 2001
PhLic degrees 4 4 2 5 6
PhD degrees 3 2 3 4 4
Publications (number of) 1997 1998 1999 2000 2001
Books 3 0 3 0 0
Journal articles 16 10 11 8 6
Peer-reviewed conference 70 64 46 49 49
and collection articles
Other publications 60 54 49 50 42
Total 149 128 109 107 97
6
42 W Journal articles

49

O Conference and collection
articles

O Other publications




2.4 Nota Bene 2001

In co-operation with the Helsinki Institute for
Information Technology, the Finnish Artificial
Intelligence Society, XML Finland and Elisa
Communications Ltd, the Department arranged
the national Semantic Web Kick-Off in Finland
seminar on November 2, 2001. In the seminar
with more than 200 participants, over 20 ex-
perts from the W3C consortium and the Finnish
universities and research institutes presented
their views on the topical concept of “semantic
Web”. Professor Eero Hyvinen from the De-
partment acted as the chair of the seminar.

Together with the Department of Computer
Science of the Petrozavodsk State University,
the Department organised the Annual Finnish
Data Processing Week in May 2001. This was
the sixth time the seminar was organised.

The seventh Open Day information event
for students and guests was arranged on 6
April 2001.

In 2001 a workgroup, led by Lecturer Heikki
Lokki, was set up with the objective of strategic
development of the Department’s teaching and
learning methods. The general direction in edu-
cation will be moving from passive teacher-
centred courses to more interactive and stu-
dent-centred forms of learning.

The wide national enthusiasm for distance
and virtual learning was being met at the De-
partment by continuing the development of
courses on the web, by establishing a virtual
strategy working group (led by Lecturer Teemu
Kerola), and by starting its work on the
Department’s strategy in virtual education. The
most serious undertaking in the field was joi-
ning the European TUeLIP association for de-
signing and realising e-learning courses com-

monly targeted to all parties of the association.

The other members of TUeLIP are IBM and the
universities of Compeigne, Darmstadt, Delft,
Lyon, Milan, and Vienna. The design of the first
e-learning courses was started in 2001, and
they will be running in 2002.

The problems reported by the students with
starting and completing their MSc theses were
attacked by radically updating the thesis ins-
tructions on the web. In addition, four thesis
start-up events were organised, with presenta-
tions both from Master students and thesis advi-
sors.

The upgrading programme funded by the
Ministry of Education was continued in 2001
and 78 new students were accepted into the
programme by the Department. To ease the stu-
dies of the upgrading students, most of whom
work, some basic courses were given in the eve-
nings and during weekends. The upgrading pro-
gramme was also reinforced by appointing two
University Lecturers, Pirjo Moen and Matti Ny-
kénen, into the programme.

The undertaking in the national language
technology education network was strengthened
by establishing special courses in the area and
by joining the nation-wide graduate school in
language technology (KIT). With the appoint-
ment of Professor Helena Ahonen-Myka and
University Lecturer Greger Lindén, language
technology obtained two dedicated research and
education positions.

In co-operation with Helsinki University of
Technology and Helsinki School of Economics
and Business Administration the Department
established a joint minor subject in software
business. The first students were accepted to
study the subject in 2001 and they start their
studies in 2002.

The first teacher awards of the Department
were granted to Lecturer Arto Wikla and Assis-
tant Anna Pienimiki. The selection was based
on proposals by the students and staff and on
student feedback.

The scholarships for advancing the MSc¢
thesis were granted to Lauri Eronen, Niklas

Laine, Teemu Lampinen, Ilja Ponka, Saara



Huhmarniemi, Marko Tkonen, Lincoyan Kekki, Lecturer in user interfaces, Kjell Lemstrom
Samuli Siivonen, Jarno Virtanen, Wei Li, and Doctor Assistant in computer science, and Jan

Jaakko Pesonen. Lindstrom Assistant in computer science.

The From Data to Knowledge (FDK) research FEero Hyvinen, Professor, received a “Nokia
unit was appointed a Centre of Excellence in Educational Award” from Nokia Foundation.
research by the Academy of Finland for the
term 2002-2007. The FDK research unit, with Hannu Erkio, Professor, was awarded the SVR
one section running at Helsinki University of Knight of the Order of the White Rose of Fin-
Technology, is led by Academy Professor Esko land.
Ukkonen.
On the basic funding from the University,
the Basic Research Unit (BRU) of Helsinki In-
stitute for Information Technology (HIIT) was
established. Heikki Mannila (Professor at Hel-
sinki University of Technology and the leader of
its section in the FDK research unit) was ap-
pointed as the director of BRU.
To promote research and development of
technologies for the World Wide Web, the De-
partment joined the international W3C consor-
tium. Professor Kimmo Raatikainen was desig-
nated as the W3C advisory committee represen-

tative of the Department.

Professor Matti Mii-
keli retired on 1** No-
vember 2001, beco-
ming the second Pro-
fessor Emeritus of the
Department (the first
one being Martti
Tienari).

In addition to the
nominations listed
above, Hannu Toivo-
nen was appointed
Professor in informa-

tion systems, Sari A.

Laakso University



3.1.1 Algorithms

The specialisation area studies the algorithmic
and theoretical aspects of formulating and sol-
ving computational problems in different appli-
cation areas. The focus is on discovering effi-
cient solutions for specific problems. The inte-
raction between theory and practice is also of
central interest. The application of well-moti-
vated algorithms to real-world problems is wit-
hin the scope of the area.

The curriculum of the specialisation area
covers the core of computer science. The cen-
tral obligatory courses are: Data Structures and
Algorithms, Theory of Computation, and Design
and Analysis of Algorithms. Advanced courses
and seminars are organized on diverse modern
research topics in algorithmics such as String
Processing Algorithms, Machine Learning,
Computational Geometry, Computational Biolo-
gy and Bioinformatics, Computer Graphics, Sig-
nal Processing, Cryptography etc. Mathematics
beyond the obligatory curriculum is suggested
to all students of the specialisation area. Other
suggested minor subjects include, e.g., Physics,
Theoretical Physics and Statistics.

On the research front the current main fo-
cus areas are combinatorial pattern matching
and its applications in computational biology,
theory and practice of machine learning with
interest in the application of the methods to
data mining, data structures for biological dat-
abases, and computational geometry. An analy-
tical approach to diverse problems is the com-
mon factor in the many different research pro-
jects within the specialisation area.

The contact persons in Algorithms are Pro-
fessor Tapio Elomaa and Academy Professor
Esko Ukkonen.

Education (in Finnish): http://
www.cs.helsinki.fi/u/elomaa/opetus/
algoritmit/

Research (in English): http://
www.cs.helsinki.fi/research/fdk/

3.1.2 Intelligent Systems

The specialisation area of Intelligent Systems
studies issues related to the design and analysis
of computational methods for adaptive and in-
telligent systems. The area covers several fields
in computer science such as artificial intelli-
gence, computational intelligence, artificial life
and search methods. Future information tech-
nology will include more and more adaptive
components both in hardware and software and
therefore many of the methods studied are core
components for future systems.

The curriculum of the Intelligent Systems
area contains a wide variety of special courses,
which typically require as prerequisites good
programming and problem solving skills and a
solid analytical background. Studies of automa-
ting intelligent behaviour are by necessity dra-
wing ideas from many sciences, and thus the
studies in many cases are multidisciplinary in
nature. In addition to the methodological cour-
ses in the “Three Concepts” series, other suita-
ble courses can be selected either from more
applied topics (robotics, string matching, data
mining) or from the general introductions such
as artificial intelligence and machine learning.
A research seminar in Intelligent Systems is in-
tended for postgraduate level studies and multi-
disciplinary studies in cognitive science, neuro-
computing (in cooperation with Helsinki Uni-
versity of Technology) and theoretical philosop-
hy are strongly encouraged.

The research in the Intelligent Systems
area is focused on issues related to deep foun-
dational issues in modelling and learning , and
their applications to various fields from engi-
neering to social sciences and medicine. Most

of the research is associated with the Complex



Systems Computation Group (CoSCo), which
studies theoretical and applied topics in proba-
bilistic and information-theoretical modelling
and stochastic search methods. Current ongoing
projects have applications e.g. in user profiling
and personalisation, adaptive learning environ-
ments, autonomous satellite diagnosis systems
and telecommunications.

The contact person in Intelligent Systems

is Professor Henry Tirri.

Education (in Finnish): http://
www.cs.helsinki.fi/u/tirri/
alykaslinja.html

Research (in English): http://cosco.hiit.fi

3.1.3 Software Engineering

The specialisation area of Software Engineering
studies methods, techniques, and tools to syste-
matically develop large and complex software
systems of high quality. The area covers not
only technical issues, but also managerial and
co-operative aspects of team and project work
as well as the business dimension of software
products.

The curriculum of the specialisation area
is rather broad, containing courses and semi-
nars in all of the dimensions of software engi-
neering mentioned above. There are four obli-
gatory basic courses in the curriculum: Software
Engineering, Software Engineering Lab, Softwa-
re Architectures, and Software Processes and
Quality. On top of these, special courses and
seminars can be selected on topics such as pro-
gramming languages, compilers, software tes-
ting, software performance, user interfaces, and
software project management. The importance
of the software business perspective has been
taken into account by offering a minor subject
on this topic, in co-operation with Helsinki
University of Technology and Helsinki School
of Economics and Business Administration.

The research in software engineering is fo-

cused on one of the cornerstones of software

quality, the software design phase and the rela-
ted technical artefact of software architectures.
Currently ongoing research projects develop
techniques and tools to early measurement and
assurance of the quality of a software system in
its design phase, before entering the implemen-
tation and testing phases. Modern object-orien-
ted techniques, most notably design patterns,
application frameworks and the UML modelling
language, play an important role in the techni-
ques and tools developed in the research pro-
jects.

The contact persons in Software Enginee-
ring are Professor Jukka Paakki and Professor

Inkeri Verkamo.

Education (in Finnish): http://
www.cs.helsinki.fi/u/verkamo/
selinja.html

Research (in English): http://
www.cs.helsinki.fi/research/roosa/

3.1.4 Distributed Systems and Data
Communication

The specialisation area of Distributed Systems
and Data Communication studies how systems
can be divided into independently working pa-
rallel parts, and how these parts communicate
with each other. The research concentrates on
examining the basic components and the proto-
cols of such systems. The goals of the group are
twofold. On one hand, tools are developed for
analysing and modelling systems based on the-
ory. On the other hand, more powerful services
are developed for the application platform ba-
sed on operating systems, data communication,
distribution algorithms and effective informa-
tion management solutions.

The curriculum of the specialisation area is
broad, containing courses and seminars on all
the research dimensions. Obligatory courses in
the curriculum are Operating Systems [—I1,
Data Communication I—II, Introduction to

Specification and Verification, Computer Orga-



nization I—II, Concurrent Systems, and Distri-
buted Systems. Additional special courses and
seminars can be selected on varying topics in
mobile computing, agent technology, security,
formal methods, and electronic commerce.

The research in Distributed Systems and
Data Communication has four focus areas:

The mobile and nomadic computing group
develops wireless data communication systems
and applications. The basic requirements for
such systems include real-time processing,
capability for multimedia transfer, applicability
of changing conditions on data transfer and
adaptability to heterogeneous environments.

The open distributed software systems gro-
up develops software architectures and services
for inter-organizational systems. Openness re-
quires capabilities for automatic negotiation of
new cooperation networks amongst indepen-
dently developed and autonomously managed
systems.

The operating system enhancements group
currently focuses on real-time systems, cove-
ring fast data storage, fast data transfer and
high availability requirements. In real-time dat-
abases optimistic strategies, memory-based sto-
rage, and replication-based fault-tolerance are
under experimentation.

Formal specification and verification of
distributed systems is studied in the modelling
of concurrent systems group. The theoretical re-
sults of the group are based on process algebras
and temporal logic. The results are applied to
software engineering tools.

The contact persons in Distributed Systems
and Data Communication are Professor Timo

Alanko and Professor Kimmo Raatikainen

Education (in Finnish): http://
www.cs.helsinki.fi/u/alanko/ht_linja/
Research (in English): http://
www.cs.helsinki.fi/u/alanko/
nodes.html

3.1.5 Information Systems

The specialisation area of Information Systems
studies methods, techniques, and tools needed
in manipulating large volumes of data, often im-
plemented as a database. The central areas of
the respective ACM CR category are covered in
the education: database management, informa-
tion retrieval, applications and interfaces. Es-
pecially data mining as well as methods of text
and document management in current digital
media are emphasised in our research. The last
area is more comprehensively described in part
3.7.3 (Language Technology).

The core of the curriculum of Information
Systems contains obligatory courses on databa-
se management and database applications: In-
troduction to Application Design, Introduction
to Databases, Database Application Project,
Database Management, Database Modelling,
and Database Structures and Algorithms. Bes-
ides these, special courses are offered on data
warehousing, data mining, information extrac-
tion, spatial information systems, structured do-
cuments, information retrieval, and user interfa-
ces. Specific subareas are covered mainly by
seminars with topics varying yearly. In the
Software Engineering Lab, design and imple-
mentation of a database system or an interface
are common topics.

The research in information systems is
strongly focused on data mining and document
management (language technology). Techni-
ques of gathering and filtering information from
heterogeneous sources, and reuse and analysis
of information to form suitable knowledge bases
are essential research topics. Methods for at
least semiautomatic management of informa-
tion, often using XML, are being developed. In
applied research, problems of gene technology,
ecology, telecommunication, and publication
business are dealt with. Research in the data-
base area is focused on recovery and concur-
rency control. Some development work has also
been made in preparing environments for data-

base teaching.



The contact persons in Information Sys-
tems are Professors Hannu Toivonen, Helena

Ahonen-Myka, and Seppo Sippu.

Education (in Finnish):http://
www.cs.helsinki.fi/u/erkio/
info_linja.html

Research (in English): http://
www.cs.helsinki.fi/research/doremi/
http://www.cs.helsinki.fi/research/gist/

The subprogramme educates qualified compu-
ter science teachers for all levels of the educa-
tional system (lower and upper secondary
schools, colleges and polytechnic institutes)
and for business training. The curriculum con-
tains a pedagogical component (35 cu), which
lessens the required advanced computer sci-
ence studies. The studies in pedagogy are car-
ried out alongside the studies in the subjects to
be taught. A course on Computer Uses in Edu-
cation is obligatory to the students in the teach-
er subprogramme. Lecture courses, seminars
and the subject for the Master’s thesis can be
chosen from another subprogramme. Mathema-
tics is the most popular minor subject.

The contact person in Teacher in Compu-

ter Science is Professor Tapio Elomaa.

Education (in Finnish): http://
www.cs.helsinki.fi/u/elomaa/opetus/
opettaja

The subprogramme Applied Computer Science is
meant for students who want to specialise in
some application area and study that more than
is possible in the other subprogrammes. Every
student has an individual study programme. The
research activities are pursued in several of the

other research divisions, e.g. within the algorith-

mics, machine learning, biocomputing, computa-
tional linguistics and data mining groups.
Professor Eero Hyvinen is in charge of the

subprogramme.

Education (in Finnish): http://
www.cs.helsinki.fi/u/eahyvone/sv/
svsov.html

The subprogramme Computer Mathematician is
a joint programme with the Department of Mat-
hematics. The students must include computer
science and mathematics to the same amount in
their degrees. Every student has an individual
study programme. The mathematically oriented
research problems for the students come from
other research areas.

Professor Eero Hyvinen is in charge of the

subprogramme.

Education (in Finnish): http://
www.cs.helsinki.fi/u/eahyvone/sv/
svmat.html

The Department of Computer Science, Helsinki
University of Technology and the Helsinki
School of Economics offer their major subject
students the possibility to take software busi-
ness as a minor subject. This minor subject mo-
dule consists of general courses in software
engineering, software production, business
skills, marketing and computer legislation, as
well as a project in the field. Of the students at
the department, 15 were chosen for this minor
subject module in 2001.

Professor Eero Hyvinen is in charge of the

minor subject module.

More information (in Finnish): http://
www.cs.helsinki.fi/u/eahyvone/ohli/



3.6.1 HeCSE

The Helsinki Graduate School in Computer Sci-
ence and Engineering is a postgraduate pro-
gramme jointly offered by the Helsinki Univer-
sity of Technology (HUT) and the University of
Helsinki (UH). It is mainly intended for stu-
dents wishing to pursue their graduate studies
full time, aiming for a PhD degree in four years.
For these students, HeCSE offers the possibility
of financial support and some other benefits
such as special courses.

HeCSE incorporates the following laborato-
ries and departments: Laboratory of Information
Processing Science (HUT), Laboratory of Tele-
communications Software and Multimedia
(HUT), Laboratory for Theoretical Computer
Science (HUT), Neural Networks Research
Center (HUT) and Department of Computer Sci-
ence (UH). The collaboration with Helsinki In-
stitute for Information Technology (HIIT) has
started recently.

Students can choose any area represented
by the professors as their specialisation area.
However, the main research areas in HeCSE
are software systems, software engineering, te-
lecommunication software and distributed sys-
tems, as well as learning and intelligent sys-
tems. There are about 50 active students in
HeCSE at the moment. HeCSE can finance 28
students, 10 from the University of Helsinki
and, 18 from the Helsinki University of Techno-
logy. The other students are financed by pro-

jects or teaching.
More information (in English): http://

www.cs.helsinki.fi/hecse/

3.6.2 ComBi

The Graduate School in Computational Biology,
Bioinformatics, and Biometry (ComBi) is a post-

graduate program jointly offered by the Univer-

sity of Helsinki, the University of Turku and the
University of Tampere. The Department of
Computer Science at the University of Helsinki
coordinates the school.

The research goal of ComBi is to develop
computational, mathematical, and statistical met-
hods for biological sciences. To that end, ComBi
will educate PhDs with high-quality methodolo-
gical expertise. In their thesis work the students
are expected to apply this expertise to computa-
tional, data analysis or modelling problems in
biology or in some related field. The thesis pro-
jects are carried out in cooperation with one or
more research groups in the application area
(such as biochemistry, molecular biology, micro-
biology, ecology, evolution research and systema-
tics, geography, public health).

Computational biology is a new field of re-
search which develops methods and software
implementations for computational problems in
molecular biology, biotechnology, and genetics.
Bioinformatics refers to the development and
use of (molecular) biological databases. Biome-
try investigates statistical modelling problems
related for example to genetic mapping, to the
genetic and environmental risk factors of com-
plex diseases, or to the spreading of infectious
diseases. Further topics include population dy-
namics and numerical taxonomy of ecological

and genetic phenomena.

More information (in English): http://
www.cs.helsinki.fi/combi/

3.6.3 KIT Graduate School

The KIT graduate school is a multidisciplinary,
nation-wide graduate school for human langua-
ge technology-related PhD studies. The gradua-
te school is part of the emerging Nordic coope-
ration in the field of language technology re-
searcher training. The school starts at the be-
ginning of year 2002.

The contact person is Professor Helena
Ahonen-Myka.



Education (in Finnish): http://
www.ling.helsinki.fi/kit/tutkijakoulu/

3.7.1 Upgrading Studies

A temporary programme for upgrading studies
in computer science started in the autumn of
1999. It aims at teaching IT knowledge to per-
sons with a degree in another subject, to per-
sons who have no degree but a certain amount
of computer science studies from before, or to
students who want to change their major subject
into computer science. In total, 78 participants
were admitted in 2001 based on a separate se-
lection process. The programme continues in
the year 2002, when the last group of students
will be admitted to the programme.

The students are divided into tutor groups.
Each group has a supervisor who guides the
students to set up individual study plans. The
students usually start their studies with second
year courses according to the model study sche-
dule. There is also a basic course that aims at
refreshing basic knowledge in programming and
software implementation in a modern environ-
ment. Additional courses and study circles are
organized in the evenings and during the week-
ends, which provides more flexibility in sche-

duling the studies.

More information (in Finnish): http://
www.cs.helsinki.fi/muuntokoulutus/

3.7.2 The Co-operation with Upper
Secondary Schools

The Department of Computer Science started a
trial cooperation with upper secondary schools
in the spring of 1999, with six schools in Hel-
sinki joining in. At the moment, there are 12
schools participating in the programme.

The pupils of the cooperating schools are

able to participate in the first major courses in
computer science after being accepted to the
programme through an entrance exam. In spring
2001, 25 pupils out of 34 applicants were ac-
cepted.

The programme gives the Department a
chance to develop the academic skills of the
upper secondary pupils before they start their
actual academic studies. It is also a way of re-
cruiting new undergraduates and motivating
them.

The goal of this cooperation is to even out
the difference between being an undergraduate
and being a pupil, and to make the transition
from school to university studies easier. From
the point of view of the students, the main goals
are to clarify study interests and career goals, to
motivate upper secondary studies, and to take
responsibility for their own studies. For the
schools, the objective is to vary and enhance
the upper secondary education, promote the
profile of the schools, to make use of the exper-
tise of scientists, and to increase the coopera-

tion between school and university teachers.

More information (in Finnish): http://
www.cs.helsinki.fi/abinfo/lukiot.html

3.7.3 The Language Technology
Network

The term human language technology or natural
language processing means using linguistics for
information technology applications processing
natural languages. Some fields of application
are the use of spoken language for computer
user interfaces, computer-aided language edu-
cation, writing accessories (spell-checkers,
grammar checking, etc), data mining and docu-
ment management, automatic translation,
speech recognition and production, interactive
network applications, mobile communications
technology and electronic dictionaries.

The Department of Computer Science is a

member of the nation-wide language technology



education network (Kieliteknologian opetus,
KIT). This network enables extensive and mul-
tidisciplined language technology studies in se-
veral universities. Students may take language
technology as a large minor subject (with one
other minor) in the Applied Computer Science
subprogramme, or as a normal minor in the
Computer Science subprogramme.

The contact person is Professor Helena
Ahonen-Myka.

Education (in Finnish): http://
www.cs.helsinki.fi/u/hahonen/ktekno/
Research: http://www.cs.helsinki.fi/
research/doremi/



4.1.1 FDK

The From Data to Knowledge Research Unit
(the FDK unit, for short; www.cs.helsinki.fi/re-
search/fdk) develops computing methods for
forming useful knowledge from large masses of
data. The unit is multidisciplinary, combining
in its research groups expertise in algorithmics,
statistical methods and application fields such
as bioinformatics and human language proces-
sing. The unit was appointed a Centre of Excel-
lence of the Academy of Finland for a six year
period starting from the beginning of 2002.

The FDK unit is a cooperation between
the University of Helsinki and the Helsinki
University of Technology (HUT). The main site
of activities is the Department of Computer Sci-
ence of the University of Helsinki. Academy
Professor Esko Ukkonen is the director of the
unit. The personnel of the unit consists of about
forty researchers and post graduate students. At
the end of 2001 the following researchers with a
doctorate were members of the unit: Professor
Esko Ukkonen, Professor Heikki Mannila (the
Basic Research Unit of HIIT),
Professor Tapio Elomaa, Profes-
sor Helena Ahonen-Myka, Pro-
fessor Jaakko Hollmen (HUT),
Professor Hannu Toivonen, Kim-
mo Fredriksson, Juha Kirkkii-
nen, Kjell Lemstrom, Greger Lin-
dén, Juho Rousu, Marko Salmen-
kivi.

The core competence area of
the unit is algorithmics for data
analysis, within which two special
fields are emphasized. The first is
the so-called combinatorial pattern

recognition and string matching. It

considers pattern recognition and matching in
various discrete structures. The other main pillar
is machine learning and, in particular, its appli-
cation-oriented branch known as data mining.
The goal is to find interesting and useful pat-
terns, dependencies, and other hidden structures
in the data. By means of these findings, different
abstract models will be built for the phenomena
described by the data. When developing data mi-
ning algorithms, one has to expand the traditional
tool box of algorithmics: the concepts and met-
hods from statistics and stochastics are also
needed.

The unit emphasizes in its activities the
interaction between theory development and
practical applications. Our goal is to find re-
search problems, whose conceptual basis and
solution algorithm have a wider application po-
tential. When developing algorithms we are not
content with just tailoring some general-purpo-
se approaches (as, for example, the so-called
genetic algorithms) for the problem in hand.
Rather, the goal is to develop and analyse origi-
nal algorithms using the wide technical arsenal
of algorithmics.

The unit functions as four main projects,
which are closely connected and partially over-
lapping. The same persons are active in several

projects. This facilitates internal communica-

tion and the utilisation of expert knowledge.




The theme of the main endeavour, Project
I, is data mining and machine learning. The
project develops original concepts and algo-
rithms to strengthen a core area of the unit. We
aim at results in theoretical basic research. The
relevance of the results is tested in various app-
lications. Text databases and document collec-
tions as well as event sequences in telecommu-
nication networks are examples of the data we
use. Information filtering from the Internet and
other human language technology belong to the
area of this project as well as using machine
learning in image analysis.

Project 11 specialises in computational
biology by studying the methods for medical
genetics and for analysing data on genomics,
proteomics, and metabolics. The spectrum of
collaborators is wide ranging from UCLA to the
European Bioinformatics Institute and to seve-
ral top-class groups in Finland. We develop
computational methods for example for locating
the genetic basis of multifactorial diseases as
well as for synthesizing gene regulatory net-
works from data. The intensive progress in this
field is boosted by the growing number of enti-
rely sequenced genomes and the rapid expansi-
on of the new high-throughput measurement
techniques that are able to follow the behaviour
of the whole genome. The new era of ‘systems
biology’ is about to start, with computation in a
central role.

Project IIT deals with combinatorial pat-
tern recognition and information retrieval.
Again we combine algorithm theory and appli-
cations. Central research questions include ap-
proximate pattern matching, efficient index
structures, and the synthesis of patterns from
data. Applications are several. One subproject
considers the retrieval and analysis of symboli-
cally encoded music, for example.

Project IV focuses on computational struc-

tural biology. This area is somewhat different

from the DNA sequence-driven mainstream
computational biology. The main task is to con-
struct three-dimensional computer models for
biological macromolecular complexes, from
electron micrographs, for example. Technically,
one has to generalise the standard computer to-
mography here. Comparing the reconstructed
models is also a challenging task, offering an-
other application for combinatorial pattern-mat-
ching methods. In this project we collaborate
with Professor Dennis Bamford’s Structural Bio-
logy Group, located at the Division of Biotech-
nology at Helsinki University.

In addition to the basic research and doc-
toral education, the FDK unit also wants to ser-
ve as an algorithm ‘atelier’ which develops com-
putational solutions to new problems in diffe-
rent fields. We are searching for new partners
who could pose open computational problems

in the forefront of the research.

4.1.2 The Basic Research Unit at HIIT

The Helsinki Institute for Information Techno-
logy (HIIT) is a joint research unit of the Uni-
versity of Helsinki and Helsinki University of
Technology. The unit aims at significantly en-
hancing the strategic research in the field of
computer science, while improving the co-ope-
ration between the University of Helsinki and
the Helsinki University of Technology. HIIT

consists of two units: the Advanced Research



Unit (headed by Martti Miintyl4), which works
in co-operation with the industries and func-
tions primarily at the University of Technology,
and the new Basic Research Unit (headed by
Heikki Mannila) that started operations at the
beginning of the year 2002. The Basic Re-
search Unit functions primarily at the Computer
Science Department in Vallila.

The Basic Research Unit (BRU) carries
out first-rate basic research in the field of com-
puter science, in close co-operation with end-
users in other disciplines and in the industries.
BRU consists of research groups with national
and international senior researchers, research-
ers and post-graduates. Their basic funding is
part of the long-term funding of BRU, but the
groups are active in procuring outside funding,
as well. The activities of BRU are arranged aro-
und certain blanket themes. At first, the re-
search will be focused on two main themes: pro-
active computing (ubiquitous computing, calm/
invisible computing) as well as the basic pro-
blems and applications of data analysis and
data mining.

In the field of proactive computing, the ac-
tivities at BRU will focus on a few areas, as fol-

lows.

1. The basic problems with linking computation
and mobile communications. In this field, we will
examine the rules of distributed computing. The
purpose is to examine computing that is energy-

aware, models of adiabatic computing, etc.

2. Adaptive user interfaces. All (successful) hu-
man communication must be set in context, i.e.
what is communicated and how it depends on
the situation. Data processing software is typi-
cally free of context, and cannot adapt to the
user’s situation at the moment of use, or to user
history, for example. Research is carried out on
methods that can enhance the usability of the

software.

BRU is involved in developing the theories and

applications of data analysis and data mining in
close co-operation with different end-users.
During its first year, the unit focuses on the fol-

lowing research themes, among others.

1. Gene expressions, problems concerning the
regulation and inheritance of expressions. The
researchers will develop methods for analysing
gene expression data, which can be linked with

other biological material.

2. The theoretical analysis of DNA sequences.
The exact function of the non-coding areas in
the human genome are unknown so far. This re-
search develops methods with which divergent-
ly structured areas can be quantitatively identi-
fied in a DNA string.

3. Methods of analysis for large discrete data
arrays. Many applications allow the user to
gather multidimensional data arrays, where
each observation value is typically a small inte-
ger. This kind of material may be approximated
effeciently by using the method of frequent sets.

In its entirety, the unit will focus on 4-6
large themes that will overlap each other and on
the research carried out at institutions for other
disciplines. The Basic Research Unit works in
co-operation with research groups at the depart-
ment, especially with the group From Data to
Knowledge, a Centre of Excellence led by Aca-
demy Professor Esko Ukkonen. The staff of
BRU act as teachers at both the Department of
Computer Science and Engineering at the Hel-
sinki University of Technology and at the De-
partment of Computer Science at the University
of Helsinki. In addition, intensive courses are
arranged in co-operation with the graduate
schools in the field.

Please see http://www.cs.helsinki.fi/
hiit_bru/ and http://www.hiit.fi for
more information. Queries may be sent
to heikki.mannila@cs.helsinki.fi.



4.2.1 CoSCo

The CoSCo research group investigates compu-
tational issues related to complex systems, fo-
cusing on prediction and model selection tasks.
The research areas addressed include stochas-
tic modelling and data analysis - especially
with Bayesian networks and related probabilis-
tic model families, such as finite mixture mo-
dels and Bayesian multinets — information theo-
retical approaches to inference (MDL/MML),
theoretical and empirical validation of on-line
prediction algorithms, case-based reasoning
(CBR), and stochastic optimisation algorithms,
such as simulated annealing and genetic algo-
rithms. The work has both a strong basic re-
search component, being at the intersection of
computer science, information theory and mat-
hematical statistics, and an applied component
where the results are applied in multiple disci-
plines from social sciences, criminology, ecolo-
gy and medicine to industrial engineering. Re-
cent focus areas in the applied research include
personalisation for the Internet, diagnostics for
space satellites, and modelling for location-
aware services.

In general the CoSCo team benefits from a
rare combination of theoretical competence
with top-level programming skills. As a concre-
te demonstration of this, CoSCo has recently
opened the unique B-Course service (http://b-
course.cs.Helsinki.fi), a sophisticated tool for
state-of-the-art data analysis on the web. For
performing the extensive empirical tests requi-
red for evaluating the theoretical methods deve-
loped, the group has developed software that al-
lows the researchers to use several dozens of
Linux-workstations as a single “virtual super-
computer”, which has made it possible to study
empirically many interesting exponential-time
problems.

In two recent (1997,1999) evaluations in
National Technology Agency (TEKES) research

programmes, the group got excellent remarks
both for theoretical and more applied work. Two
more recent acknowledgements of the high le-
vel of the scientific work done in the group were
2" place in ColL Challenge 2000, a large inter-
national prediction competition with 147 con-
testants consisting of academic and commercial
research groups all over the world, and an ho-
norable mention at the Knowledge Discovery
and Databases prediction competition (KDD
Cup’01) for being 2™ out of 114 participating
international groups in the pharmaceutical pre-
diction task concerning molecular bioactivity.
The CoSCo group has also established excellent
research contacts to all major probabilistic mo-
delling research groups in the world, with fre-
quent visiting scientists.

CoSCo is affiliated with Helsinki Institute
for Information Technology’s (HIIT) Advanced
Research Unit (http://www.hiit.fi).

Contact person: Professor Henry Tirri
Research group homepage: http://
cosco.hiit.fi

P.Myllymiki, T.Silander, H.Tirri, P.Uronen,
Bayesian Data Mining on the Web with B-Cour-
se. Pp. 626-629 in Proceedings of the 2001
IEEE International Conference on Data Mining,
edited by N. Cercone, T.Y. Lin and X. Wu.
IEEE Computer Society Press, 2001.

P.Kontkanen, P.Myllyméki, H.Tirri, Classifier
Learning with Supervised Marginal Likelihood.
Pp. 277- 284 in Proceedings of the 17th Inter-
national Conference on Uncertainty in Artificial
Intelligence (UAT’01), edited by J.Breese and
D.Koller. Morgan Kaufmann Publishers, 2001.

M.Paakko, N.Holsti, P.Myllymiki, H.Tirri, Bay-
esian Networks for Advanced FDIR.
Pp. 311-318 in Proceedings of the ESA Work-
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shop on On-Board Autonomy (Noordwijk, The
Netherlands, October 2001). WPP-191, Euro-
pean Space Agency, 2001.

J.Kurhila, M.Miettinen, M.Niemivirta,
P.Nokelainen, T.Silander, H.Tirri, Bayesian Mo-
deling in an Adaptive On-Line Questionnaire
for Education and Educational Research. Pp.
194-201 in Proceedings of the 10th Internatio-
nal PEG2001 Conference, Tampere, June 2001.

4.2.2 Networking in Open Distributed
Environments — NODES

The NODES group has been formed to stimula-
te and coordinate research on distributed and
networked systems and applications. The
group’s scope of interests includes concurrency,
data communication software, and distributed
systems.

The current focus is on the design and de-
velopment of infrastructure for mobile compu-
ting, on performance evaluation of distributed
and networked systems, and on open distribu-
ted software architectures and services.

In 2001, there were four main research group

active:

The mobile and nomadic computing group

widles modosan

works with wireless data communication sys-
tems and applications. The work started in the
mid-90s, and the original goal was to create
convenient access from a portable computer th-
rough the wireless WAN (e.g., GSM) to the In-
ternet services. Subsequent research has diver-
ted from this platform in various directions. A
group of projects examines data communication
protocols in heterogeneous networks (IIP-Mobi-
le, wCORBA, MIND). One project aims at de-
velopments in mobile applications (CRUM-
PET).

The open distributed software systems gro-
up develops software architectures and services
for inter-organisational systems. Openness re-
quires capabilities for automatic negotiation of
new cooperation networks amongst indepen-
dently developed and autonomously managed
systems. The results of this research are both
conceptual and constructive (PILARCOS).

In the operating system enhancements gro-
up there were two active projects. One project
was developing a fault-tolerant real-time data-
base system; special attention was given to con-
currency control and transaction scheduling
(RTD-pilot). The second project investigates
the capabilities of Linux in environments where
high availability and real-time characteristics
are required (nsrtLinux).

Formal specification and verification of



distributed systems is studied in the Modelling
of concurrent systems group. The theoretical re-
sults of the group are based on process algebras
and temporal logic. The results are applied to

software engineering tools.

Improving Internet protocols for mobile compu-
ting (IIP-Mobile)

Wireless CORBA (wCORBA)

Mobile IP based network developments (MIND)
Tourism-related value-added services for noma-
dic users (CRUMPET)

Production and integration of large component
systems (PILARCOS)

Fault-tolerant real-time database systems
(RTD-pilot)

Non-stop real-time Linux (nsrtLinux)

Modelling of concurrency (MOCO)

Contact person: Professor Timo Alanko
Research group homepage: http://
www.cs.helsinki.fi/u/alanko/
nodes.html

M. Kojo, A. Gurtov, J. Manner, P. Sarolahti, T.
Alanko, K. Raatikainen: Seawind: A Wireless

Seawind Network
Emulator

Network Emulator. In Proc. of the 11th GI/ITG
Conference on Measuring, Modelling and Eva-
luation of Computer and Communication Sys-
tems (MMB 2001), RWTH Aachen, Germany,
September 11-14, 2001.

J. Manner, M. Kojo, A. Laukkanen, M. Lilje-
berg, T. Suihko, K. Raatikainen: Exploitation of
Link Layer QoS Mechanisms in IP QoS Archi-
tectures, I'TCom 2001, Denver, Colorado, 20 -
24 August, 2001. Published in “Quality of Ser-
vice over Next-Generation Data Networks”,
Proceedings of SPIE Vol. 4524, pp. 273-283.

J. Manner, K. Raatikainen: Extended Quality-
of-Service for Mobile Networks, IEEE/IFIP
Ninth International Workshop on Quality of Ser-
vice (IWQoS 2001), Karlsruhe, Germany, June
6 - 8, 2001. Published in the Springer LNCS
Series, Vol. 2092, pp. 275-280. (© Springer-
Verlag)

J. Manner, M. Kojo, A. Laukkanen, K. Raatika-
inen: A QoS Architecture Framework for Mobi-
le Networks, International Conference on Third
Generation Wireless and Beyond (3Gwire-
less’01), San Francisco, USA, May 30 - June 2,
2001.

J. Border, M. Kojo, G. Montenegro, J. Griner, Z.
Shelby: Performance Enhancing Proxies Inten-
ded to Mitigate Link-Relate Degradations, RFC
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3135 (Informational), Internet Society, o
June 2001.

S. Dawkins, G. Montenegro, M. Kojo,

V. Magret: End-to-end Performance

Implications of Slow Links, RFC 3150 :‘_ —

(Best Current Practice No: 48), Inter- ¥
net Society, July, 2001.

S. Dawkins, G. Montenegro, M. Kojo, V.
Magret, N. Vaidya: End-to-end Perfor-
mance Implications of Links with Er-
rors. RFC 3155 (Best Current Practice
No: 50), Internet Society, August 2001.

4.2.3 Research Group on Object-
Oriented Software Architectures
(ROOSA)

The ROOSA research group at the Department
of Computer Science studies software architec-
tures, and especially their object-oriented para-
digms. The research focuses on conceptual is-
sues as well as on constructive methods. The
methods and tools developed provide support
for systematically forward-engineering software
in an architecture-centric way, for reverse-engi-
neering software into its architectural views,
and for assuring the quality of a software system

in terms of its architecture.

In 2001, the following research projects and

groups were active:

Framework Editor for Java (Fred).

The project aims at increasing the knowledge of
application frameworks and design patterns in
software construction. The main result of the
project is a software tool which supports a de-
sign pattern-based method of building reusable
application frameworks in Java, and guides the
systematic construction of final applications
from the frameworks. By including a substantial
part of the functional behaviour of a family of

software systems in the same domain, applica-
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tion frameworks are currently considered as a
main approach to large-scale systematic softwa-
re reuse. The follow-up project for Fred, James,
will show the practical benefits of the develo-
ped method and tool by a number of industrial
case studies.

Software Architecture Analysis, Recovery
and Assessment (Saara).

The project develops methods and tools for
(semi-)automatically creating architectural
views over a software system family by extrac-
ting different kinds of patterns from the source
code of the family. Technically, the patterns
conform to the notion of “specialisation pat-
tern” developed in the Fred/James project, so
the method makes it possible to bring an appli-
cation framework under the management of the
Fred environment.

Metrics for Analysis and Improvement of
Software Architectures (Maisa) & Techniques for
UML-Based Software Development (UML++).
The projects develop methods for the measure-
ment of software quality at the design level. The
metrics are computed from the system’s architec-
tural description (given in UML), predicting the
quality attributes of the system derived from it.
Most notably, size and performance metrics are
addressed. A novel technique that has been de-
veloped is design analysis and quality prediction
by automated search of design patterns and anti-
patterns from the architecture. Typically, a large

number of design pattern occurrences is a sign of



good quality, whereas finding occurrences of
anti-patterns probably is an indication of poor
quality. The method is implemented in a software
tool that computes the metrics, visualises the pat-
tern occurrences that are found and, based on
this information, predicts the quality of the soft-
ware system to be built from the architecture.

Framework Integration and Testing Appli-
cation (Rita).

Testing object-oriented frameworks is diffi-
cult because a framework, when considered as
code, is an incomplete program whose behavior
cannot be studied until actual applications have
been derived from it. The Rita project develops
methods and tools for the testing of framework-
based software systems and for verifying the
quality of testing with new forms of code cover-
age criteria. The project is part of the large Eu-
ropean Eureka/ITEA project CAFE (From Con-
cept to Application in System-Family Enginee-
ring) that develops techniques for systematical-

ly building system families.

Contact persons: Professor Jukka
Paakki, Professor Inkeri Verkamo
Research group homepage: http://
www.cs.helsinki.fi/research/roosa/

Verkamo A.I., Gustafsson J., Nenonen L., Paak-
ki J.: Measuring Design Diagrams for Product
Quality Evaluation. In: Proc. 12th European
Software Control and Metrics Conference, Lon-
don, England, 2001, 357-366.

Hakala M., Hautamsiki J., Koskimies K., Paak-
ki J., Viljamaa A., Viljamaa J.:

Annotating Reusable Software Architectures
with Specialization Patterns. In: Proc. Working
IEEE/IFIP Conference on Software Architectu-
re (WICSA 2001), Amsterdam, The Nether-
lands, 2001. IEEE Computer Society, 2001,
171-180.

Hakala M., Hautamiki J., Koskimies K., Paak-
ki J., Viljamaa A., Viljamaa J.:

Generating Application Development Environ-
ments for Java Frameworks.

In: Proc. Third International Conference on Ge-
nerative and Component-Based

Software Engineering (GCSE 2001), Erfurt,
Germany, 2001. Springer, 2001, 163-176.

Ferenc R., Gustafsson J., Miiller L., Paakki J.:
Recognizing Design Patterns

in C++ Programs with the Integration of Colum-
bus and Maisa. In: Proc 7th Symposium on Pro-
gramming Languages and Software Tools
(SPLST’2001) (T. Gyimothy, ed.), Szeged, Hunga-
ry, 2001. University of Szeged, 2001, 58-70.

4.2.4 Document Management,
Information Retrieval and Data
Mining (Doremi)

The Doremi research group is active in the are-
as of document management, information retrie-
val, data mining and human language technolo-
gy. The fields of study include document as-
sembly, automatic content management, event
detection and tracking, text mining, and ques-
tion-answering systems. The research is both
theoretical and applied.

The research in document assembly con-
centrates on constructing tailored documents
from existing documents and document frag-
ments. The assembly process uses different
methods in finding, clustering, reorganising,
and modifying relevant fragments to be inclu-
ded in the new document. The assembled do-
cument may then be published in different me-
dia and platforms such as on paper or on the
web. Typical applications include product
manuals where a manual may be tailored to cor-
respond to a certain customer-specific product
configuration.

The more general field of automatic con-

tent management includes gathering informa-



tion from heterogeneous sources; monitoring se-
veral information sources continuously; filte-
ring, combining and modifying information; cre-
ating new material by reusing content frag-
ments; and storing and archiving content in dat-
abases. The group studies how to best help the
knowledge worker automatically in tedious con-
tent tasks.

In event detection and tracking the group
studies how to find interrelated stories in seve-
ral independent news feeds. Related stories are
organised according to topic and chained to-
gether forming events while repeated stories are
filtered out. Techniques such as natural langu-
age technology, document clustering and text
categorisation are used in this task. In a typical
application, the user is able to follow a selected
news story as it develops through time.

In text mining, the group develops data mi-
ning techniques for finding regularities in texts.
The research has resulted in methods for fin-
ding all maximal word sequences with at least a
given frequency in a document collection. The
set of frequent sequences that occur in a docu-
ment can then be used as a condensed content
descriptor for the document.

A question-answering (Q/A) system prov-
ides answers to a user’s written natural langua-
ge questions from a database. If no answers
can be found, a human expert writes a new
answer, which is also stored in the database.
The techniques used are based both on statisti-

cal and linguistic methods.

Knowledge Worker’s Workstation (TYTTI)
Question-Answering for Processing of Natural
Language Queries (APPA)

ACME Media Convergence Core (MC Core)

Doremi Text Mining

Contact persons: Professor Helena
Ahonen-Myka, Greger Lindén

Research group homepage: http://
www.cs.helsinki.fi/research/doremi/

Makkonen J. and Piitulainen J., Expanding do-
cument vectors in text
categorization. In Proceedings of IR2001, Oulu,
Finland, 2001, 53-60.

Ahonen-Myka H., Heikkinen B., Heinonen O.,
and Klemettinen M., Printing structured text
without stylesheets in XML Scandinavia 2000,
May 2-4, Gothenburg, Sweden, 2000.

Ahonen-Myka, H., Heinonen, O., Klemettinen,
M., and Verkamo, A. 1. (1999), Finding co-oc-
curring text phrases by combining sequence
and frequent set discovery, in R. Feldman, ed,
Proceedings of IJCAT-99 Workshop on Text Mi-
ning: Foundations, Techniques and Applica-

tions, Stockholm, Sweden, pp. 1-9.

Heinonen, 0. (1998), Optimal multi-paragraph
text segmentation by dynamic programming, in
Proceedings of the 36th Annual Meeting of the
Association for Computational Linguistics and
the 17th International Conference on Computa-
tional Linguistics, COLING-ACL, Vol. II, Uni-
versité de Montréal, Montreal, Quebec, Canada,
pp- 1484-14386.



Project: Algorithmic Machine Learning

Researchers: Elomaa, Tapio; Rousu, Juho; Kééridinen, Matti

Funding: Department of Computer Science

Summary:

Machine learning is concerned with the construction of computer programs that automatically im-
prove with experience. We aim at mathematically rigorous analysis and development of learning
programs and understanding of the underlying theory of the learning process(es). The group has stu-
died extensively the properties of evaluation functions that are used to partition numerical attribute

domains in decision tree learning algorithms.

Project: Robotics and Active Machine Vision
Researchers: Elomaa, Tapio; Autio, Ilkka; Kurppa, Teemu
Funding: University of Helsinki

Summary:

Robotics presents a challenging application area for computer science. We have a Nomad Super
Scout II research robot with Vision. The project studies the control software architecture of an auto-
nomous office robot. In particular, we are interested in uses of active machine vision and applica-

tions of machine learning methods therein.

Project: A Global Molecular Approach in the Study of Microbial Stress

Researchers: Ukkonen, Esko; Rantanen, Ari; Pesonen, Antti (VTT)

Funding: Academy of Finland (Life2000 Programme)

Summary:

This is a subproject of a larger consortium co-ordinated by Professor Hans Séderlund (VTT). The

goal is to develop computer software and related theoretical concepts and algorithms for the data

analysis, visualization and modelling of the transcriptional and translational data produced by the

biology partners of the consortium. The following computational problems will be considered: clus-



tering of transcriptional and translational profiles; correlating such profiles against each other and
against patterns in DNA sequences; synthesis of gene regulatory networks from data; computational
support of a novel transcriptional profiling technique; analysis and alignment of 2D proteomics

gels; development of data management infrastructure.

Project: Integrated Computational Methods for Genomic, Proteomic and

Metabolic Modelling
Researchers: Ukkonen, Esko; Rousu, Juho; Mikinen, Veli
Funding: Academy of Finland (MaDaMe Programme)
Summary:
The goal of this project is to develop computational methods and computer software for integrated
analysis and mathematical modelling of genomic, proteomic, and metabolic data. The tools will aid
to uncover and visualize the regulatory patterns and networks hidden in the data. Various computa-
tional approaches - such as pattern matching, machine learning, data mining, knowledge represen-

tation and sequence analysis - will be used.

Project: Logic-Based Query Languages for Molecular Biology Databases
Researchers: Ukkonen, Esko; Nykiinen, Matti; Hakli, Raul; Tamm, Hellis
Funding: Academy of Finland, Department of Computer Science
Summary:

New application domains for database management systems demand that systems adapt to domain-
specific data needs and not vice versa. In particular, databases of molecular biology data such as
DNA strands encoded as strings must offer flexible tools for their manipulation. Thus we have ex-
tended the well-known relational database model to encompass strings as an independent data type,
which permits user-defined string manipulation predicates within the query language. The extensi-
on draws its motivation from the concept of multiple sequence alignment employed in molecular
biology, while its mathematical and computational aspects stem from temporal logic and automata

theory, respectively.

Project: Neural and Computational Learning (NeuroCOLT)

Researchers: Ukkonen, Esko; Tirri, Henry; Elomaa, Tapio; Kivinen, Jyrki; Myllyméiki, Petri
Funding: European Commission

Summary:

A European working group of more than ten partners on the theory and applications of machine

learning.

Project: Pattern Matching and Machine Learning - Algorithms and
Biocomputing Applications
Researchers: Ukkonen, Esko; Lemstrom, Kjell; Tamm, Hellis; Fredriksson, Kimmo; Suhonen,
Heikki; Palin, Kimmo; Pienimiki Anna
Funding: Academy of Finland
Summary:
The project researches new algorithms for machine learning, pattern matching, and string matching,
and applies them in various data analysis and information management problems. Special emphasis
will be given to algorithmic problems in molecular biology and bioinformatics. Another application

area is information retrieval in computer networks, for example, and in image and music databases.



Project: Structure, Assembly and Dynamics of Biological Macromolecule Complexes

Researchers: Ukkonen, Esko; Kivioja, Teemu; Ravantti, Janne; Verkhovsky, Anatoly; Mielikiinen,
Taneli; Lamberg, Peter

Funding: Academy of Finland (RAKBIO Programme)

Summary:

The project develops original algorithms and software for the tomographic reconstruction of 3D mo-

dels for biological macromolecule complexes such as viruses. The computational problems in the

modeling of the assembly processes as well as the dynamic behaviour of such complexes will also

be considered. A joint project with Professor Dennis Bamford (Division of Genetics).

Project: Computationally Efficient Probabilistic Learning and Reasoning
Researchers: Myllymiki, Petri; Kontkanen, Petri

Funding: Academy of Finland

Summary:

The main motivation for this work is the need for developing methods for constructing computatio-
nally intelligent models from sample data and expert domain knowledge. The constructed models
will be used for solving predictive (regression, classification) and explorative (data mining, visuali-
zation) modelling tasks. Although the advantages of probabilistic models have been largely recogni-
zed, the approach has often been neglected as a theoretically correct, but computationally infea-
sible methodology. The purpose of this research is to develop computationally efficient methods for

probabilistic modelling.

Project: Advanced FDIR

Researchers: Tirri, Henry; Myllymiki, Petri; Valtonen, Kimmo; Silander, Tomi
Funding: Space Systems Finland

Summary:

The motivation for this work is the need to increase the autonomy and reliability of spacecraft. This
is necessary partly to reduce operational costs, partly to enable missions where ground contact is
intermittent (e.g. low earth orbit) or not real time (e.g. planetary missions). Traditionally, failures de-
tected on-board a spacecraft trigger a transition to a “safe mode”, in which the spacecraft tries to
ensure its survival, while waiting for ground control to analyse the failure and issue commands to
isolate it and recover from it. In the Advanced FDIR project, the goal is to avoid the “safe mode”
approach and instead develop on-board recovery procedures that can be used without interrupting

mission operation, even if recovery leads to degraded spacecraft performance.

Project: Computationally Efficient Methods for Deep Computing (DeepC)
Researchers: Tirri, Henry; Myllyméki, Petri; Silander, Tomi; Lahtinen, Jussi; Perttu, Sami
Funding: Academy of Finland

Summary:

Deep Computing is a term for methods solving complex and large-scale modelling and analysis pro-
blems with emerging computer systems that combine ultrafast processing with sophisticated analy-
tical software. Deep Computing can be seen to consist of three intertwined research areas: Deep

modelling (prediction and data mining with very large data sets), Deep optimization (computational-



ly efficient optimization of complex multivariate cost functions) and Deep view (interfaces for un-
derstanding high-dimensional data). The methodological research objective of the project is to de-
velop the theory and methods required for obtaining very large-scale computational, data and com-
munications capabilities that can be used to solve “grand challenge”-level Deep Computing pro-
blems in business and science. The applied research objective is to demonstrate solutions to previ-
ously intractable business and scientific problems by exploiting the advances in Deep Computing
research in areas such as data modelling and analysis, high-end computing, search and optimiza-

tion algorithms, and high-dimensional visualisation.

Project: Personalized Adaptive Interfaces (PAI)

Researchers: Tirri, Henry; Myllymiiki, Petri; Nokelainen, Petri; Silander, Tomi; Ojanpéé, Sami;
Misikangas, Pauli; Miettinen, Miikka; Lepola, Tuomas; Wettig, Hannes

Funding: TEKES, Alma Media, Ekahau, BayesIT

Summary:

The main objective of the PAI project is to develop methods for applying probabilistic modelling

techniques, such as Bayesian network models, in building and using personalised, adaptive user in-

terfaces. Specific research problems include user data segmentation, user profiling and user identi-

fication, and location-aware computing. The associated pilotprojects focus on problems related to

intelligent educational technologies, adaptive WWW services and adaptive mobile services.

Project: PROMOS - Probabilistic Modelling of Baltic Salmon Stocks
Researchers: Tirri, Henry; Myllyméki, Petri; Valtonen, Kimmo; Mononen, Tommi
Funding: European Commission

Summary:

The objectives of the project are: 1. To develop a rigorous probabilistic assessment methodology for
Baltic salmon stocks. 2. To undertake an application of the developed methodology by estimating
the status of salmon stocks in the Gulf of Bothnia through a rigorous evaluation of Swedish and Fin-
nish river data sets. 3. To develop a Bayesian decision analysis methodology for fisheries manage-
ment of Baltic salmon and to give advice for the practical management. 4. To analyse the combined
use of TAC management and effort regulation of passive gears in the coastal trap-net fishery of a
mixed stock fishery and the information requirements of these management methods. 5. To identify
the key sources of uncertainty and most effective management control measures given the uncer-
tainties. In this study, preliminary estimates will be obtained for the historical development and
present status of the case study baltic salmon stocks by combining various old and new data sets
from rivers. This information will improve the empirical and scientific foundation for the ongoing

Salmon Action Plan and for the yearly quota decision-making of the Baltic Sea fisheries.

Project: Tool Support for Industrial Java Frameworks (James)
Researchers: Paakki, Jukka; Viljamaa, Antti

Funding: Tampere University of Technology (as a joint Tekes project)
Summary:

The project develops a software tool that supports a design pattern-based method of building reusa-

ble application frameworks in Java and guides the systematic construction of final applications from
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the frameworks. The practical benefits of the resulting method and tool will be assessed in a num-

ber of industrial case studies.

Project: Software Architecture Analysis, Recovery and Assessment (Saara)
Researchers: Paakki, Jukka; Viljamaa, Jukka

Funding: Academy of Finland

Summary:

The project develops methods and tools for (semi-)automatically creating architectural views over a
software system family by extracting different kinds of patterns from the source code of the family.
Technically, the patterns conform to the notion of the “specialisation pattern” developed in the Ja-

mes project, so the method is integrated with the framework tool under development in James.

Project: Metrics for Analysis and Improvement of Software Architectures (Maisa)
Researchers: Paakki, Jukka; Verkamo, A. Inkeri; Gustafsson, Juha; Nenonen, Lilli

Funding: Tekes, Kone, Nokia Mobile Phones, Nokia Research Center, Space Systems Finland
Summary:

The project develops methods for the measurement of software quality at the design level. The met-
rics are computed from the system’s architectural description (given in UML), predicting the quality
attributes of the system derived from the description. A novel technique under development is de-
sign analysis and quality prediction by automated search of design patterns and anti-patterns from
the architecture. The method is implemented in a software tool that computes the metrics, visuali-
zes the pattern occurrences that are found and, based on this information, predicts the quality of the

software system to be built from the architecture.

Project: Techniques for UML-Based Software Development (UML++)
Researchers: Paakki, Jukka; Gustafsson, Juha

Funding: Academy of Finland

Summary:

The project continues the research started in the Maisa project in a consortium with the University
of Tampere and Tampere

University of Technology as
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Funding: Nokia Research Center (as a joint Tekes project)

Summary:

The project develops methods and tools for the testing of framework-based software systems and for
verifying the quality of testing with new forms of code coverage criteria. The project is part of the
large European Eureka/ITEA project CAFE (From Concept to Application in System-Family Engi-

neering) that develops techniques for systematically building system families.

Project: Improving Internet Protocols for Mobile Computing (ITP-Mobile)

Researchers: Alanko, Timo; Kojo, Markku; Raatikainen, Kimmo; Kuhlberg, Panu; Kyro, Jaakko;
Sarolahti, Pasi

Funding: TEKES, Nokia Research Center, Nokia Hungary, Sonera

Summary:

The objective of the IIP-Mobile project is to measure the TCP performance implications of those

link characteristics that are typical for wireless wide-area links as well as to design and implement

new experimental TCP performance enhancements and analyse the impact of the enhancements.

The results are contributed to the Internet Engineering Task Force (IETF).

In addition, a real-time software emulator called Seawind is developed further in the project. Sea-
wind enables measurements of real protocol implementations in modelled networking environme-
nts. Seawind provides a rich set of ways to define transfer characteristics typical for wireless links,

including delays and errors.

The software also has the means to conduct large sets of experiments in an automatic fashion. Tools

of analysing measurement data have been integrated into the Seawind software.

Project: Modelling of Concurrency (MOCO)

Researchers: Tienari, Martti; Karvi, Timo; Luukkainen, Matti; Kuuppelomiiki, Péivi
Funding: Department of Computer Science

Summary:

Recently, research on the theoretical aspects of concurrency has concentrated on three areas. The
theory of partially defined specifications and their refinement relations has been transferred from
the bisimulation semantics to the decorated trace semantics. Secondly, the modelling and verifica-
tion of timed systems has been studied. Thirdly, liveness verification with software tools has been
under investigation. Besides these theoretical studies, experimental work on specification-related

algorithms has been carried out.

Project: Production and Integration of Large Component Systems (Pilarcos)

Researchers: Kutvonen, Lea; Alanko, Timo; Vihédaho, Markku; Haataja Juha; Silfver, Egil
Funding: Tekes, Nokia, SysOpen, Tellabs

Summary:

The Pilarcos project develops middleware solutions for the automatic management of interorganiza-
tional applications. The application behaviour is governed by contracts between sovereign compo-

nents; these contracts define the forms and rules of cooperation.



The federated application architecture under development presents an application as an architectu-
re model, the roles in which are populated by traded service components. The services can be se-
lected either at the development, startup or run-time of the application. The service component pro-

viders are independent of each other in the selection of implementation technology, for example.

The federated architecture requires advanced middleware services for contract negotiation, for dist-
ributed startup of services, and for establishment of heterogenous communication channels. The Pi-

larcos project develops prototypes of these services, mostly in a CORBA environment.

The project results are applicable to mobile computing or electronic commerce applications, for ex-

ample.

Project: RTD-Pilot

Researchers: Kutvonen, Lea; Raatikainen Kimmo; Niklander, Tiina; Lindstrom, Jan; Raatikka,
Vilho; Lyytinen, Ilpo

Funding: TEKES, Solid Information Technology, Nokia Networks

Summary:

RTD-Pilot continues the series of RODAIN projects in the study and prototype development of a

real-time database system for the needs of telecommunication. The database solutions under study

are distributed, fault tolerant and optimistic.

Project: TranSat

Researchers: Raatikainen, Kimmo; Kojo, Markku; Daniel, Laila
Funding: Alcatel

Summary:

The Transat project was launched at the end of 2001. The aim of the project is to develop the opera-
tion and performance of Internet transport protocols in a satellite environment. The project focuses
on two main fields. The first is the enhancement of TCP protocols by improving the TCP sender and
receiver algorithms, and to improve the support offered to the transport level at link level. The se-
cond is the enhancement of resource management for the satellite link, and on the IP level, the
coupling of differentiated package treatment (IP QoS) to the differentiated services offered by a sa-
tellite link. A prototype implementation will be made based on the suggested solutions, and finally,

experiments will be made to test it.

Project: BRAIN

Researchers: Raatikainen, Kimmo; Kojo, Markku; Manner, Jukka; Laukkanen, Aki

Funding: (EC) Nokia Research Center

Summary:

The main objective of the project is to propose a system architecture, which combines broadband
radio access systems with UMTS and GSM to enable full coverage of seamless IP-based services for
users in hot spot areas and on the move. Emerging fixed network services will be made available
also for mobile users with comparable Quality of Service (QoS). Based on this technological deve-
lopment, business opportunities will be enabled and improved for companies as manufacturers, net-
work operators, SMEs and content providers within the entire coverage area. People on the move
will be connected to their office, the Internet and thereby to the market. The speed of information

exchange, competition and business will increase to support the growth of the economy.



Project: CRUMPET

Researchers: Raatikainen, Kimmo; Tarkoma, Sasu; Leinonen, Jani; Styrman, Avril

Funding: European Commission

Summary:

The overall aim of CRUMPET is to implement, validate, and trial tourism-related value-added ser-
vices for nomadic users (across mobile and fixed networks). In particular the use of agent technolo-
gy will be evaluated (in terms of user-acceptability, performance and best-practice) as a suitable ap-
proach for fast creation of robust, scalable, seamlessly accessible nomadic services. The implemen-
tation will be based on a standards-compliant open source agent framework, extended to support

nomadic applications, devices, and networks.

Project: Mobile IP Based Network Developments (MIND)
Researchers: Raatikainen, Kimmo; Kojo, Markku; Manner, Jukka
Funding: (EU) Nokia Research Center

Summary:

Driven by the increasing demand for mobile and cordless broadband services in hot spot areas like
airports, campus, and conference centres, the MIND project will provide a true broadband multime-
dia IP-based radio technology. Starting from the results of its predecessor project (BRAIN), the
MIND project will offer the integration of end-to-end services over IP and evolve IP towards mobil-
ity. Furthermore, it will enable the interworking of private, corporate, and public networks. It will
also support a wide range of services (point-to-point, point-to-multi-point, symmetric, and asymme-
tric) and allow roaming as well as inter- and -intra-system handover with GSM/GPRS and UMTS
networks. MIND will also include new network topologies like Ad Hoc, self-organising and meshed
networks, enhanced QoS in IP-based mobile networks and self-organisation at all layers of HIPER-
LAN/2.

Project: Non-Stop Real-Time Linux

Researchers: Raatikainen, Kimmo; Hikkinen, Auvo; Karlstedt, Mika; Vihikangas, Taneli
Funding: Nokia

Summary:

nsrtLinux (Non-Stop Real-Time Linux) studied the real-time properties and error tolerance of Li-
nux. With the help of testing and simulation programmes implemented in replicate server environ-
ments, the group examined delays that arise in the kernel and applications. Special focus was laid
on the changes to time-slice management and to alternation, and on the effect of open source code
CORBA platforms on delays. In addition, the group studied the real-time performance of open sour-

ce databases.

Project: ROBOCOP QoS System Design
Researchers: Raatikainen, Kimmo; Kyrs, Jaakko
Funding: Nokia

Summary:

The Robocop project is in the process of specifying the middleware component architecture of em-
bedded systems. Embedded systems vary from mobile phones and PDAs to digital TVs and network
interface facilities. The core of the Robocop architecture consists of a component model framework
and examples of software components on various abstraction levels. This approach allows the use of

software components from any producer as part of the embedded software environments. It is also



possible to exchange hardware components without changes to the application program.

Project: Wireless Corba (wWCORBA)

Researchers: Raatikainen, Kimmo; Kangasharju, Jaakko

Funding: TEKES

Summary:

The aim of the wCORBA project is to support the UHE/DCS in the preparations of joint submis-
sions to the OMG Telecom Wireless RFP. By participating in joint submissions the UHE/DCS tries
to affect the contents of the proposed technology so that the forthcoming standard nicely fits the vi-
sionary framework of future mobile systems by the mobile computing research group in the UHE/
DCS. In addition, the project aims to implement an open source (GNU LGPL) prototype of the Wi-
reless CORBA extension to an open source ORB, called MICO.

Project: Workflow Management (WorkMan)
Researchers: Laine, Harri; Puustjérvi, Juha
Funding: Department of Computer Science
Summary:

Workflow is a collection of tasks organized to accomplish a business process. The specification of a
workflow presents the tasks, their mutual dependencies, as well as possible transactional demands
on them. The tasks included in the workflow may be carried out in different locations. The Work-
Man project implements the prototype of a workflow system. With the help of the prototype, we are
hoping to ensure a reliable execution of transactional workflows in a distributed environment. In
implementing the system, we are striving to use the services offered by database systems based on
the SQL language as much as possible.

Project: Graphical Interface Solutions and Techniques (GIST)
Researchers: Laakso, Sari A.; Laakso, Karri-Pekka; Saura, Asko
Funding: Department of Computer Science, Interacta Design Oy
Summary:

To design a successful user interface, we need use cases based on the realistic goals of users. We
have developed a tentative design process that shows how the features and the user interface of an
application are derived from goal-based use cases. We define use cases with field observations and
contextual interviews. Because each user observation session produces a great deal of data, we have
developed a discount method for recording qualitative field observations. The report includes a se-

quential overview of the whole session as well as task-based sequential views of specific events.

Project: Automatic Content Management (ACME)

Researchers: Ahonen-Myka, Helena; Lindén, Greger; Orstrom-Koch, Siru

Funding: TEKES, Alma Media, Elisa, Ericsson, Sonera, YLE, Tietoenator

Summary:

Content management includes gathering information from numerous sources; monitoring several in-
formation sources continuously; filtering, combining and modifying information; creating new mate-

rial based on or reusing content fragments; and storing and archiving content in databases. In this



project content management processes are analysed in order to recognise sub-processes that can be
automated. The project is a subproject of the Core project of the Media Convergence programme of
the Helsinki Institute for Information Technology (HIIT).

Project: The Knowledge Worker’s Work Station (TYTTTI)

Researchers: Ahonen-Myka, Helena; Heinonen Oskari; Makkonen, Juha; Piitulainen, Jussi;
Lindén, Greger; Lehtonen, Miro; Fluch, Martin; Popescu, Andrei

Funding: TEKES, Alma Media, Nokia Networks, Vaisala, WSOY, Lingsoft

Summary:

The project aims at building tools for a professional knowledge worker (e.g. a journalist), including

tools for creating, accessing, and assembling structured (XML) documents, and tools for detecting

and tracking events in newsfeed.

Project: Question-Answering for Processing of Natural Language Queries (APPA)

Researchers: Ahonen-Myka, Helena; Heinonen, Oskari; Aunimo, Lili; Kuuskoski, Reeta;
Makkonen, Juha; Viljanen, Kim; Virtanen, Otso

Funding: Companies

Summary:

A question-answering (Q/A) system provides answers to a user’s written natural language questions

from a database. If no answer can be found, a human expert writes a new answer, which is also sto-

red in the database. The techniques used are based both on statistical and linguistic methods.

Project: Doremi Text Mining

Researchers: Ahonen-Myka, Helena; Doucet, Antoine; Kostiainen, Hanna-Kaisa; Kuuskoski,
Reeta; Viljanen, Kim

Funding: Academy of Finland

Summary:

We attempt to extract from text a small set of word sequences that describe the contents of a docu-

ment. Moreover, the methods should be able to handle hierarchically structured documents, e.g.,

XML. This means studying how to attach structural information to textual phrases. We also consi-

der extracting generalised phrases from annotated texts, e.g., from texts annotated with morphologi-

cal features (part-of-speech, case, number). Generalisation means replacing infrequent words with

more general features, such as the part-of-speech.

Project: Data Mining Methods for Medical Genetics
Researchers: Mannila, Heikki

Funding: University of Helsinki

Summary:

Many common diseases have a clear genetic component. Different biological methods exist for fin-
ding information about the genomes of affected and control individuals, but using this information to
actually locate the genes that predispose to the diseases is quite difficult. This project is collabora-
tion with the Finnish Genome Centre, and it has developed data mining algorithms methods for fin-
ding susceptibility loci. The project has also developed simulation-based tools and methods that
help in study design in isolated populations, and MCMC methods for finding possible genetic mo-

dels on the basis of population risks. The tools and methods have been used in concrete studies.



Project: Urban Biodiversity: a Multitaxon Model in Multiple Scales for Urban Planning
Researchers: Lokki, Heikki; Mikeld, Matti; Nyqvist, Tommy

Funding: Academy of Finland

Summary:

As a part of an interdisciplinary team headed by Professor Juhani Lokki (Finnish Museum of Natu-
ral History, University of Helsinki) a valuation model is to be constructed as part of a general model

of urban biodiversity.



Department Steering Committee in 2001

Members of Steering Committee Deputies
Professor Timo Alanko, chairman (1 Jan — 31% July 2001)

Professor Jukka Paakki, chairman (1** Aug 2001 ->) Professor Kimmo Raatikainen
Professor Seppo Sippu Professor Timo Alanko
Professor Henry Tirri Professor Matti Mikeld

(1* Jan — 31* Oct 2001)
Professor Tapio Elomaa

(1% Nov 2001 ->)

Lecturer Auvo Hikkinen Lecturer Teemu Kerola
Lecturer Harri Laine Senior Assistant Jan Lindstrom
Researcher Tiina Niklander Lecturer Markku Kojo

Student Sampo Lehtinen Student Seija Tormélehto
Student Antti Mattila Student Nuutti Rintala
Student Marko Saaresto Student Joonas Muhonen

Amanuensis Jaana Heino, secretary (1*' Jan — 31% July 2001)
University Lecturer Pirjo Moen, secretary (1** Aug 2001 — 28" Feb 2002)

The Department maintains a library with large
collections of literature in computer science.
The library is mainly used by the staff and ad-
vanced students of the Department.

It is located in the same premises as the De-
partment, but administratively it is part of the
new Kumpula Science Library founded in March
2001 by the Faculty of Science. The move of the
complete Department to new premises in Kum-
pula is expected to take place in 2004.

The library now holds about 49,000 volu-
mes of literature, making it the largest compu-

ter science library in Finland. The annual cu-

mulation is about 350 monographic titles and



200 journal subscriptions. In 2001 the library
used about 485,000 FIM for acquisition of new
material.

In 2000 and 2001 a major part of older ma-
terial was deposited at the National Repository
Library in Kuopio. Also, a number of journal
subscriptions in paper were cancelled and re-
placed by electronic versions.

The library is open to everybody and col-
lections are freely available for reading and
browsing in the premises. Home loans, however,
are not normally granted to outside visitors.

To search and locate the required literatu-
re, the library maintains a web database of its
holdings. In this database the material is classi-
fied using the ACM Computing Classification
System (CCS). Collections are also catalogued
in the national library system (HELKA/LINDA)
which will in a few years replace the library’s
own database.

The library is also responsible for the dist-
ribution and sale of departmental reports, inclu-
ding PhD theses. Paper copies of reports may
be requested from the library, and electronic
versions are accessible through the
Department’s FTP server.

The library has two full-time employees,

one librarian and one secretary.

The department is dedicated to providing a
wide range of advanced high-quality computing
facilities for use by computer science faculty
and students. The number of users of these faci-
lities is about 3,800. The facilities are operated
by a technical staff who are not only re-
sponsible for the installation and maintenance
of the systems, but who also assist faculty and
students in the use and development of software
systems for research projects.

Our workstation network consists of more
than 500 PCs (mostly Pentium III, most of them

with flat TFT monitors) running Linux. Win-

dows 2000 can be used as an alternative to Li-

nux. More than 100 of the workstations are mo-
bile laptops that can join and leave the network
dynamically.

The general computing facilities include a
farm of servers: general-purpose computers, a
computing cluster, file servers and other func-
tionally dedicated servers (mail, WWW, FTP
etc.), and servers for different user groups. Li-
nux is used almost entirely as the operating sys-
tem for the servers. The centralised file servers
utilise RAID technology and currently offer
over 1.5 Thytes storage space. Together, these
systems support a wide variety of services,
languages and software tools including electro-
nic mail and news, graphics and visualisation
tools, several typesetting systems, and relatio-
nal database systems. Special attention has
been paid to security and reliability.

Networking is based on switched 100 Mbit/
s Ethernet with an optical backbone. The mobile
laptops can also utilise a departmental IEEE
802.11b type radio network which currently has
15 base stations. In the Linux (and UNIX) envi-
ronment NFS is used to share common resources.
On the Windows side Samba (a Linux-hosted Lan
Manager Server) is utilized. The workstations are
used as tools for software development, in re-
search and on all levels of teaching.

The network of the department is connected
through a firewall to the university backbone net-
work, giving access to general-purpose UNIX
computers at the University IT Department as
well as to the FUNET wide area network that
links Finnish universities and research establish-
ments. The IT Department also offers a large mo-
dem and ISDN pool for remote access.

In addition, the department has access to
a number of supercomputing facilities at the
Center for Scientific Computing.

The national FUNET network is further
connected to the Nordic University Network,
Nordunet, with a 5 Gbit/s connection. The Nord-
unet has a 2.5 Gbit/s connection capacity to the
United States as well as many high-capacity con-

nections to the European network infrastructure.



Journal articles

1.

M. Nykénen: Using acceptors as transducers.
Theoretical computer science 267, (2001) : 1/2,
83-104.

I. Shmulevich, O. Yli-Harja, E. Coyle, D-J.
Povel and K. Lemstrom: Perceptual issues in
music pattern recognition: complexity of rhythm and key finding. Computers and the
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T. Elomaa and J. Rousu: On the computational complexity of optimal multisplitting.
Fundamenta informaticae 47, (2001) : 1/2, 35-52.
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intelligence research 15, (2001), 163-187.

Peer-reviewed conference and collection articles
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V. Miikinen: Using edit distance in point-pattern matching. Eighth Symposium on String
Processing and Information Retrieval, November 13-15, 2001, Laguna de San Rafael, Chile,
153-161.

V. Miikinen, G. Navarro and E. Ukkonen: Approximate matching of run-length compressed
strings. Proceedings: Combinatorial pattern matching : 12th annual symposium, CPM 2001,
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K. Fredriksson and E. Ukkonen: Faster template matching without FFT. 2001 International
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24, 2001, Riga, Latvia, 535-539.
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15.
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T. Elomaa and M. Kéiridinen: On the practice of branching program boosting.
Machine learning: ECML 2001: 12th European Conference on Machine Learning, September 5-
7, 2001, Freiburg, Germany, 133-144.

V. Miikinen: Trade off between compression and search times in compact suffix array.
Algorithm engineering and experimentation : third international workshop, ALENEX 2001,
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I. Autio, T. Elomaa and T. Kurppa: Support vector classification of landmarks for a mobile
robot. IC-AI’2001: proceedings of the International Conference on Artificial Intelligence, Las
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2001 IEEE International Conference on Data Mining, 29 November - 2 December 2001, San
Jose, California, 115-122.
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September 4-6, 2001, Helsingin Messukeskus, 246-251.

K. Lemstrom, G. A. Wiggins and D. Meredith: A three-layer approach for music retrieval in
large databases. ISMIR 2001, 2nd Annual International Symposium on Music Information
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Indiana, USA, 13-14.
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PhD theses and technical reports
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publications / Department of Computer Science, University of Helsinki. A-2001-1.
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Department of Computer Science, University of Helsinki. A- 2001-3.
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A. Nevgi, P. Nokelainen, T. Silander, H. Tirri and K. Tirri: Modeling students’ views on the
advantages of web-based learning with Bayesian networks. Intelligent computer and

communications technology - learning in on-line communities : proceedings of the Tenth

International PEG Conference, PEG 2001, Tampere, Finland, June 23-26, 2001, 101-108.
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P. Nokelainen, H. Tirri, J. Kurhila and T. Silander: Bayesian modeling approach to implement
an adaptive questionnaire. Proceedings of ED-MEDIA 2001, World Conference on Educational
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30.
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