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• Algorithmic Foundations of data analysis

• Observation:
At the core of many data analysis tasks, 
there is a computational problem with 
strong fundamental motivation 

• Fun interactions between 
1) fundamentals & data analysis
2) combinatorics & algebraF



Example:
Cross-correlation between

two time series
• Let a(t) and b(t) be time series with support in

t = 0,1,2, ..., N

• Cross-correlation with delay d = 0, 1, 2, ..., N:

  ϱ(d) = ( ∑ a(t)b(t-d) – μ(a)μ(b) ) / σ(a)σ(b)

• Task:  Given a and b as input,
         compute ϱ(d) for each d

t



The computational
bottleneck in cross-correlation

• Task:  
Given a(t) and b(t) with support in t = 0,1,2,...,N, 
compute ∑ a(t)b(t-d) for each d = 0,1,2,...,N

• A direct implementation:
O(N²) time

• But can we go faster?

t



Rephrasing the task:
... polynomial multiplication in disguise!

• Given a(t) and b(t) with support in t = 0,1,2,..., N, 
compute ∑ a(t)b(t – d) for each d = 0,1,2,....,N

• Set b’(t) = b(N – t):
Given a(t) and b’(t) with support in t = 0,1,2,..., 2N, 
compute ∑ a(t)b’(d – t) for each d = N,N+1,...,2N

• Rephrased:
Given two polynomials of degree at most 2N, 
compute their product
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Example: 
Polynomial multiplication

• Suppose p and q are polynomials of degree D

• Elementary multiplication algorithm requires 
O(D²) time 

• Can we do better?



Mathematics of Computation 19 (1965) 297–301

Via the FFT:
O(D log D)

time



So, cross-correlation
and polynomial 

multiplication are essentially
the same thing

(this is, of course, 
well known)



What about objects 
that are analogous
to polynomials?



Polynomial 
multiplication revisited
• A polynomial such as  1x⁰+4x+2x²+3x³

is a “bag” of  monomials

• Each monomial is associated with a scalar

• Multiplication:
Cross-multiply monomials in both “bags” and 
collect
             (1x⁰+1x¹+3x²) ⋅ (1x⁰+2x¹) 
                 = 1x⁰+1x¹+3x²+2x¹+2x²+6x³
                 = 1x⁰+3x¹+5x²+6x³



• Objects:   Elements of a semigroup (S,⋅)    

• Each object is associated with a scalar

• Multiplication:
Cross-multiply with “⋅” and collect

       (1a + 2b) ⋅ (1c + 3d) 
           = 1a⋅c + 2b⋅c + 3a⋅d + 6b⋅d
           = 1c + 2d + 3d + 6a
           = 6a + 1c + 5d

Multiplying two “bags” 
of “objects”



Examples
• Monomials & sum of degrees

(1x⁰+1x¹+3x²) ⋅ (1x⁰+2x¹) = 1x⁰+3x¹+5x²+6x³

• Permutations & function composition

(1(a,b,c) + 2(a)(b,c)) ⚬ (1(a,c)(b) + 1(a)(b,c)) =
       =  2(a)(b)(c) + 1(a)(b,c) + 2(a,b,c) + 1(a,b)

• Sets & union

(1{a,b} + 3{c,d}) ∪ (1{b,c} + 2{d}) = 
     = 1{a,b,c} + 3{b,c,d} + 2{a,b,d} + 6{c,d} 



In data analysis ...
• Polynomials:

Time series analysis,  e.g.  auto- and cross-
correlation, spectral analysis of periodic time 
series via the FFT

• Permutations:
Analysis of ranked data, e.g. ranked ballots
via group-theoretic techniques [Diaconis]

• Sets:
E.g. market-basket data, frequent itemsets, 
partitioning/clustering, ...
... in the lattice of subsets of an n-element set



What is a lattice?
• Combinatorial definition:

A (finite) partially ordered 
set (L,≤) such that
1) there is a unique
    minimum element;  and 
2) any two elements x,y ∈ L 
    have a least upper 
    bound (join) x∨y

• Algebraic definition:
A (finite) commutative idempotent 
semigroup (L,∨) with identity
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Example: Subset lattice
• The set of all subsets of an n-element set

• Partially ordered by subset inclusion

Join = Union
Meet =  Intersection

1234

123 124 134 234

12 13 14 23 24 34

1 2 3 4



• The set of all positive divisors of 
a positive integer n

• Partially ordered by divisibility

Example: Divisor lattice
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Join = lcm
Meet = gcd



Can we multiply 
“polynomials” 

of lattice elements fast, 
for arbitrary lattices ?

Present work:   Yes!
(SODA12, to appear)



Join-irreducible elements

• Let (L,≤) be a lattice

• An element z is join-irreducible 
if z = x⋁y implies z = x or z = y

• The minimum (“zero”) element is 
always join-irreducible

• Algebraic view:
The set of nonzero join-
irreducibles is a minimal
set of generators for (L,∨)
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Example: Subset lattice
• The set of all subsets of an n-element set

• Partially ordered by subset inclusion

1234

123 124 134 234

12 13 14 23 24 34

1 2 3 4

Nonzero
join-irreducibles



• The set of all positive divisors of 
a positive integer n

• Partially ordered by divisibility

Example: Divisor lattice
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Nonzero
join-irreducibles



Theorem
[BHKKNP]

• Let (L,≤) be a lattice with v elements, 
n of which are nonzero and join-irreducible

• Then, there exist arithmetic circuits of size O(vn) 
both for the zeta transform on L and for the 
Möbius transform on L

(Analogs of the FFT)



• “Polynomials” of elements of L can be 
multiplied with an arithmetic circuit of size 
O(vn) 

• Cf. cross-multiplication takes O(v²) gates

Corollary
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Further work & applications
• Can we go faster?

• What about other semigroups?

• Applications in analysing lattice/semigroup-
valued data––e.g. partially ranked data, 
partitions, ordered partitions, ...

• Analysis of mixing time of Markov chains 
on semigroups [Bidigare, Hanlon & 
Rockmore; Brown; Brown & Diaconis]

• Fast Fourier transforms on non-group 
semigroups, in particular the rook monoid
[Malandro & Rockmore; Malandro]


